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Anticipate the users’ behavior 
for a deeper immersion 
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Introduction 

Immersive media technology aims at endowing any final user 
with an unprecendent sense of full immersion in virtual (or 
real-world) environments. This is possible by projecting the 
user at the center of the 3D scene, which dynamically changes 
with the user interaction. This interactivity is driven by the 
headset mounted devices (HMD) in Virtual Reality, or by the 
user smartphone in Augmented Reality, or by tablet or remote 
control in Free Viewpoint Television, as depicted in Figure 1. 

This user’s interaction with the scene has created novel 
challenges from a coding and transmission perspective [1-3]. 
While in classical video streaming, the entire scene is encoded, 
delivered and displayed at the user side, in 
interactive/immersive systems only a portion of the full 3D 
scene is actually displayed. For example, in omnidirectional 
videos, the scene displayed in the HMD (viewport) is only a 
portion of the acquired spherical scene. Similarly, in multiview 
video coding, while a great number of views might be acquired, 

 

Figure 1. Immersive media technologies and their related data formats. 
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only a limited subset of them can be displayed at the same time. 
However, in practice the piece of data displayed by the user is 
not known a priori when both coding and streaming are 
performed. Therefore, when there is no prediction of the user 
behavior, the entire multimedia content needs to be coded and 
prefetched to users. This might lead to a reduction of the overall 
quality of the content in case of limited network resources. It is 
therefore essential to properly predict users behavior to efficiently code 
and stream interactive content. In this letter, we show how the 
user behavior is exploited in both bit allocation and streaming 
optimization strategies and we highlight the different 
interactive models that the two optimization problems require. 

The Importance of Content Popularity 
in Bit Allocation Strategies  

In data compression techniques, a maximum bit budget is 
usually available for compressing the data under consideration. 
The general criteria for an optimal compression is usually to 
describe with higher bitrates the more important data (and 
conversely), leading to an unequal bit allocation. In multi-view 
(MV) systems, for example, different cameras might be encoded 
at different quality levels [4-6], while in VR settings, different 
portions of the spherical content can be encoded with different 
quantization steps [7-9]. It is therefore essential to have proper 
metrics to reflect the « importance » of the data, i.e., the content 
popularity. In interactive services, this popularity reflects the 
probability for a piece of data to be displayed at the user’s side. In the 
following, we provide an overview on the optimization that an 
encoder needs to solve for carrying out the proper bit allocation 
strategy and we describe the associated challenges for the 
visual attention community.  

Coding Problem formulation 

Let us consider an interactive service, in which the video 
content acquired over time needs to be encoded. The overall 
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goal for the encoder is to optimize the bit allocation strategy 
such that, on average, users consume high-quality media 
content while navigating. Decomposing a video content 
acquired by a camera into multiple portions, we denote by xi,t 
the i-th portion of the content acquired at time t. This can 
represent the i-th camera view in multi-view setting, or the i-th 
tile or portion of spherical content in VR settings. We then 
identify the full content acquired at time t with 𝒙" =
[𝑥&,", … , 𝑥),", … , 𝑥*,"]. 

In this framework, the encoder seeks the best bit allocation 
strategy for each portion of the content. Denoting by b(xi,t) the 
allocation for xi,t (e.g., the QP for each xi,t content [9]), b(X) is the 
allocation strategy for the whole video content acquired in T 
successive acquisition time, with 𝑿 = [𝒙𝟏	, … , 𝒙𝒕, … , 𝒙𝑻] . 
Therefore, the general problem formulation becomes 

𝑏∗: argmin
: 𝑿

𝑝 𝑥),"

*

)<&

	𝐷 𝑏(𝑥),") + 	𝜆	𝑅 𝑏 𝑿
C

"<&

	

where 𝐷 𝑏(𝑥),")  is the distortion of the i-th portion of the 
content acquired at time t when encoded with 𝑏(𝑥),") allocation 
strategy and 𝑅 𝑏 𝑿  is the total coding cost associated to the 
allocation strategy b(X). 

Popularity estimation 

The above problem formulation requires the a priori knowledge 
of (i) the video content characteristics (to evaluate D and R), (ii) 
the probability p(X) of a data X to be requested by a final user 
(content popularity, cf. Figure 2 left). The latter is a new metric 
needed for interactive services and how to predict this content 
popularity is still an open question. Therefore, a compelling 
question that we pose to the visual attention community is: 
« how can we predict the content popularity?»  Or analogously, 
« how can we estimate the probability p(X) of a data X to be requested 
by user?». 
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The Importance of Navigation Paths 
Prediction in Personalized Streaming  

While in the previous problem the goal was to seek the best 
compression strategy to maximize the quality for a multitude of 
users, here we rather focus on personalized streaming 
strategies, properly designed for a specific user or class of users. 
A possible application of this personalized strategy is the 
adaptive streaming system, where a video content is encoded 
in multiple representations (multiple coding rates and 
resolutions) and stored at the server, and the client selects the 
representation to download [10]. The intelligence on which 
representation best fits the need of each client is therefore 
located at the client side, where the user behavior is known. In 
the context of interactive strategies, this personalized strategies 
have been optimized for MV systems [11-13] as well as for 
omnidirectional content [14-16]. In both scenarios, the 
personalized strategy optimization is performed knowing the 
user’s past displayed data and predicting the future user’s 
navigation. In the following, we first provide a general 
overview on the optimization problem to be solved in 
personalized streaming strategies, and then we describe the 
challenges on user behavior prediction. 

 

Figure 2. A priori popularity vs navigation modeling 
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Streaming Problem formulation 

Similarly to the bit allocation problem formulation, we consider 
the whole video content acquired in T successive acquisition 
times X. We denote by 𝜋)," = 𝜋 𝑥),"  the streaming strategy for 
the content xi,t and by 𝚷 = [𝝅𝟏	, … , 𝝅𝒕, … , 𝝅𝑻] ,   𝜋𝑡 =
[𝜋1,𝑡, … , 𝜋𝑖,𝑡, … , 𝜋𝑁,𝑡]  the strategy for the whole video X. For 
example, 𝜋),"  can be a binary variable denoting whether xi,t is 
scheduled or not [11]. Differently, 𝜋),"  can specify which 
representation is sent to the user for xi,t. At the client side, the 
final user displays only a portion of the overall acquired 
content. We therefore introduce a displaying variable 𝜙)," such 
that  𝜙)," = 1 if the user displays xi,t, 𝜙)," = 0, otherwise, and we 
generalize the display vector as 𝚽 = [𝝓𝟏	, … , 𝝓𝒕, … , 𝝓𝑻],   𝜙" =
[𝜙&,", … , 𝜙),", … , 𝜙*,"].  

Equipped with the above notation, the streaming optimization 
can be formulated as follows 

𝚷∗: argmin
𝚷

𝒟 𝑝 𝝓"|𝝓"Q&, … , 𝝓"QR , 𝚷 + 	𝜆	𝑅 𝚷 	
C

"<&

 

where 	𝒟 𝑝 𝝓"|𝝓"Q&, … , 𝝓"QR , 𝚷  is the objective function 
reflecting the quality experienced during the navigation or 
interaction (QoE). In interactive systems, this QoE does not take 
into account only the distortion of the displayed video, but also 
other factors such as the smoothness of the quality while 
navigating. A frequently-adopted metric for the QoE is, for 
example, the combination of both quality and quality variation 
over time [17]: 

𝒟 𝑝 𝝓"|𝝓"Q&, … , 𝝓"QR , 𝚷

= 𝑝 𝜙),"

*
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where µ is the multiplier that allows to assign the appropriate 
weight to quality variations in the objective metric, and 
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∆𝐷 𝜋),", 𝜋T,"Q&  is the distortion variation experienced over time. 
This variation is weighted by the probability 𝑝 𝜙)," 𝜙T,"Q&  of 
displaying the i-th portion at time t, given that the j-th portion 
was previously displayed. This probability reflects the 
navigation path of the user (cf. Figure 2 right). 

User navigation modeling 

Most of the works focusing on personalized streaming 
strategies assume to know (or accurately predict) the 
navigation path, while we actually know that estimating user 
interactivity is an open challenge. It is worth noting that in this 
personalized strategies, knowing a global content popularity 
p(X) is not enough. It is additionally required to estimate the 
behavior of each user over time. Solving this problem must take 
into account both the visual content (as in the popularity 
estimation) and the user behavior modeling (e.g., highly 
dynamic vs. static navigation). In other words, the open 
questions posed to the visual attention community are: «How 
do we model and categorize users behavior over time?» and 
«Knowing both the content displayed by one user in the past, 
and his behavior modeling, can we anticipate the future 
navigation path?». 
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